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Abstract. We argue that the intimate relationship between
computer architecture and software has produced a professional
mindset that is unsuited to the newer, knowledge-based busi-
ness paradigms. Major software projects are ending in failure
or do not yield their maximum potential and we suggest reasons
why this is the case. In conclusion, we propose that Manage-
ment Information Systems Curricula need to be revised to provide
students with exposure to and practice in a variety of thinking
styles. Organisations must change their structures and manage-
ment styles if they are serious about managing knowledge. In
making our case we briefly review the development of informa-
tion systems as a discipline and the role of methodologies in the
articulation of its paradigm. We end our paper with suggestions
for future research.
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Introduction

In this paper we argue that the discipline of Information
Systems is ill equipped to deal with some of the chal-
lenges related to the increasing interest being shown in
knowledge management and related areas. This is to
a large extent due to the early focus of the discipline
being constrained by aspects of machine architecture
and a bottom-up approach to software development.
We start with a brief overview of the some of the for-
mative principles of the information systems discipline.
A small study of IS practitioners is used to propose that
even senior professionals seem to have idiosyncratic
methods of solving problems. We then explore the lit-
erature on alternative thinking styles and how these can
usefully be employed by those in the IS profession,

especially in the area of knowledge management.
Finally, after a brief introduction to knowledge clas-
sifications, the paper provides some suggestions for
organisations wishing to develop knowledge manage-
ment systems.

The Beginnings of Information Systems

By the early 1970’s Information Systems appeared
in the curriculum of several American universities. A
question that needs to be asked is whether the inclusion
of a subject in university curricula qualifies it as a “dis-
cipline”. In Banville and Landry’s (1989) “monistic
view of science” the boundaries of science are usually
clear, there is usually a paradigm (system of working)
and an infrastructure (journals, committees etc.) that
provide coherence. The more mature the paradigm the
higher the level of coherence and the better defined the
discipline. For pure sciences the paradigms are well
established and reasonably easy to articulate. For so-
cial sciences, education, psychology etc. the paradigms
are not well defined, indeed part of the paradigm is to
seek to define the paradigm. Such a high level of self-
reference actively prevents a high degree of coherence
resulting in divergence and differentiation-schools of
thought within the discipline. The reward systems of
academia ensures that specialisation and conflict are
in the best interests of academics. If there were to be
agreement on the true nature of Information Systems
many would find the mind shift too much to bear. It
seems resistance is not futile in this context.

*To whom correspondence should be addressed.
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After John Dearden (1972) of the Harvard Business
School wrote “Management Information Systems is
embedded in a mish-mash of fuzzy thinking and incom-
prehensible jargon” there was an outcry from academia
and industry. The most notable reaction was a sudden
quest for respectability as journals and conferences in-
tended to promote credible research and scholarship
began to emerge. At the first ICIS conference, Keen
(1980) suggested mirroring research methods from
more established disciplines such as economics and
behavioural science. Over the next decade research
methods became more important than the subject of
the research and any topic loosely associated with the
emerging field of business computing was a legitimate
research subject.

In the 1960’s computer systems began to be used for
truly commercial purposes, prior to that time they had
been used in science and engineering as the first wave
of the information revolution (Hutchinson, 1996). Just
as the industrial revolution extended our physical ca-
pabilities, so the information revolution extended our
mental capabilities. Initally in the area of calculation as
problems which would take a human a lifetime to solve
could be handled by a computer on a timescale that was
almost immediate. From here it was short step to using
computers to access, process and filter huge quantities
of data. This did not produce knowledge or give insight,
but simply allowed mundane tasks to be automated and
interesting questions to be raised and (potentially) an-
swered. Many of the scientists and engineers who had
worked in computer science fields moved into infor-
mation related activities, bringing with them a mindset
that was rigorous, logical and grounded in mathemati-
cal notation. The development of jargon is an essential
part of any discipline, not merely as a means of short-
hand communication but as a means of maintaining the
secrecy of discipline specific knowledge. By the 1970’s
the jargon was well established and was one of the areas
in the field where there was broad consensus.

Churchman (1994) advocates a new approach for
management science. He argued that after all the effort
put into mathematical modelling, management science
has still to provide effective problem solving methods.
This perhaps highlights a lack of practical problem
solving approaches by most practitioners or it maybe
that many methodologies are seen as impractical.

Technological development outstripped the ability
of most practitioners to keep pace and there was lit-
tle by way of conceptual frameworks to help them.
Success lay in reductionist approaches, reducing com-

plexity and diversity to manageable proportions and
using simplistic methodologies to produce “adequate”
systems. By the 1990’s software development tools and
project management tools had improved dramatically.
The complexity of systems increased enormously and
many methodologies were developed and marketed as
“total system solutions”. However, despite these devel-
opments few completed systems yielded anything like
their full potential (Beynon-Davies, 1998). To under-
stand why this should be the case we need to consider
the evolution of information systems thinking in the
context of socio-technical developments.

The VonNeumann Bottleneck

John VonNeumann defined the architecture of the
modern computer and the simple fetch-execute cycle
defines its operation. A single processor handled ev-
erything and data and program instructions all passed
through it. This imposed a physical bottleneck since it
imposed sequence and denied parallelism in the execu-
tion of software. Portable languages such as COBOL,
FORTRAN and LISP were developed, giving some de-
gree of abstraction from machine architecture, but in
practice the VonNeumann bottleneck also imposed a
conceptual bottleneck on programmers since high level
code was parsed left to right, top to bottom which im-
posed sequencing. Thus programmers were required
to think one dimensionally (sequentially) and design
methodologies of that time (flowcharts) reflect that.
However if we consider a typical high level language
then we may make a distinction between programming
statements and programming expressions. A program-
ming expression occurs to the right of an equals sign,
it has good mathematical properties and is amenable to
reason. A programming expression occurs everywhere
else in executable lines of code, it has no useful math-
ematical properties and is essentially chaotic in nature
(Darlington, 1980).

First and second generation programming lan-
guages were concerned with sequence and were very
low level. The programmers’ views were purely one
dimensional and the flow chart was their preferred
methodology. Third generation languages supported
structures and the design methodologies were “archi-
tectural’ in nature, representing sequence and hierar-
chy. While these methodologies reduced complexity
and diversity in their representation of systems, they
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largely ignored complexities of implementation.
Purists insisted on balanced structure diagrams, con-
vinced that if the design looked nice it would perform
well. Some of this may have been to develop notations
that would assist in the quest for credibility of the dis-
cipline and in retrospect it seems that practitioners bor-
rowed from architecture and engineering to achieve this
end. There was little influence exerted on Information
Systems by philosophy per se though there were exam-
ples of selective borrowing. David Warren’s work in
PROLOG (Logic programming, see Darlington (1980)
and CIiff Jones’ work on VDM would have met with
Bertrand Russell’s approval. However Jones’ (1986)
work neglected the simple fact the process of reifica-
tion of a program involved exposing it to the vagaries
of local language semantics, no matter pure and logi-
cally robust its specification might be. Additionally the
notation was so difficult that most practitioners did not
adopt it.

Structured Programming and Design paradigms
(Beynon-Davies, 1998) were at best, an attempt to im-
pose order on the world of programming statements.
This bottom-up (detailed) approach and focus on the
detail of software development led to considerable dis-
tortion in terms of how information systems as a disci-
pline should be viewed. The fusion of ends and means
has continued to dominate information systems think-
ing for four decades and in our view, is responsible for
many of the discipline’s shortcomings.

What do Information Systems Practitioners
Understand About Information, Knowledge
and Methodologies?

It seemed intuitive to us that practitioners should be ca-
pable of performing situational analysis and problem
solving in an adaptable manner. Further, we thought
that it would be necessary to make a distinction be-
tween knowledge and information to be effective. The
question “how do people decide which methodology to
employ?”. We interviewed eight information systems
practitioners, each with a minimum of five years expe-
rience. We have no delusions about the academic rigour
of such a small sample size, our intention was to iden-
tify directions for future, more properly constructed
research. However the preliminary results were suf-
ficiently interesting to merit a mention here. Firstly
we discovered that here was an overwhelming naive

realistic assumption that equated knowledge with in-
formation and treated them in the same way. Only one
interviewee had had any exposure to concepts such as
constructivism and only two made any distinction be-
tween knowledge and information.

We asked about methodologies and there was strong
consensus as to the meaning of the term, we were in-
terested in the way that people used methodologies and
so asked the interviewees how they approached a sit-
uational analysis for a system. Six of the eight said
that they approached the problem with a methodology
in mind, only two considered the situation first and
then chose a methodology. This was not what we ex-
pected, we had thought that practitioners would have
arange of methodologies or thinking styles which co-
existed in a state of dialectical tension, a methodology
being adopted when the practitioner thought it was a
good fit. This suggested that we check other authors’
work.

Lyytinen (1985) argued that problem solving ap-
proaches are framed by the language style or paradigm
of the analyst. He used five language views: denota-
tional, generative, cognitive, behaviourist and interac-
tionist to argue his case.

Keinholz (1999) states that Harrison and Bramson
(1999) identify five main modes of thinking which are
typified by the following philosophers: Hegel, Kant,
Singer, Liebniz and Locke. A distinction can be made
between the substantive/value oriented thinking and
knowing styles (represented above by the Hegelian
and Kantian modes) and the analytical/realist style
(represented by the Liebnizian and Lockeian modes)
which are characterised by their factual/functional
approaches. Singerian thinkers are not so easily clas-
sified. Harrison and Bramson (1999) found that ap-
proximately 50% of people prefer to think in a single
style, 35% will combine two or more styles. The sur-
vey (Harrison and Bramson, 1999) of North Americans
provides the following results (Table 1).

Table 1. A survey of thinking styles (Harrison and Bramson, 1999)

Thinking styles % of respondents
Idealist (Kantian) +37
Analyst (Liebnizian) 35
Realist (Lockeian) 24
Pragmatist (Singerian) 18
Synthesist (Hegelian) 11
Preferring four or more of the above equally 13
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The Synthesist and Idealist inquiry modes are sub-
stantive, value oriented ways of thinking and know-
ing, while the Analyst and Realist are functional and
fact oriented. While about half of all people prefer to
think in one main way, 35% prefer two or more styles
in combination. Most people in North America pre-
fer the Idealist style (+37%), followed by the Analyst
(35%), the Realist (24%), the Pragmatist (18%), and
the Synthesist (11%). Thirteen percent have a level pro-
file where four or five of the styles are preferred fairly
equally (Harrison and Bramson, 1999). Further work
is required to see whether the versatile 13% above are
more effective in complex problem solving situations.
We believe the results cited above are rigorous and tend
to support our own findings.

Why do Practitioners Think that Projects
Succeed and/or Fail?

For us this was the most significant question, we had
expected that methodologies would not be blamed for
failure given the technical background of the intervie-
wees and their responses to earlier questions. Blame
was attributed to cutting corners, unrealistic timelines,
insufficient rigour. Perhaps the most revealing com-
ment was that “there was nothing wrong with the sys-
tem, the users were just too stupid to use it properly”.

If methodologies were not responsible for project
failure, we expected interviewees to properly acknowl-
edge their part in successful projects. To our surprise
methodologies were hardly mentioned. All but one of
the interviewees attributed success to close interaction
with users, “making targets visible”” was one expres-
sion. Maximising shared understanding would seem to
be arecipe for success and this did not seem to be com-
patible with the objectivist approaches that our inter-
viewees recommended. (Gilb, 1987) attributes project
failures to slaveish adherence to methodologies and
overcommitment to planning.

Educational research (e.g. Dewey, 1910; Ernest,
1995; Flavell, 1976) show that meta-cognitive abilities
greatly assist in learning processes, i.e. an awareness
of memory models and learning processes allows indi-
viduals to tailor their personal learning strategies more
effectively. It follows that education and training in dif-
ferent thinking styles should enhance problem solving
ability and allow for improved communication between
staff since shared understanding should be increased.
This would seem to offer a promising line of research.

The question arises as to what should be taught, we
propose a simple classification of thinking styles and a
personal capability maturity model. Both of these are
described.

A Simpler Classification

We believe Keinholz’s (1999) presentation of Harrison
and Bramson’s (1999) view given above is too un-
wieldy for everyday use. The firm nature of the scheme
also opens up the possibility for conflict. We believe
that there is more advantage to be gained by focussing
on commonality rather than difference. With this in
mind we constructed the scheme below (Fig. 1).

In grounded positivism the researcher should inves-
tigate everything relevant to the situation under study,
this is clearly impractical. Focussing on micro issues
and ignoring historical aspects and pre-existing theo-
ries, grounded positivism (also referred to as grounded
theory) assumes that theory will emerge from a study
of collected data. Accuracy of description is vital.
Thus, grounded positivism is primarily informational
in nature.

For our purposes, Realism requires that a practi-
tioner approaches a case study or situation with a theory
in mind. Such theories are compatible with the prac-
titioner’s belief system(s). Alvesson (1996) suggests
that “deep knowledge of the theory in use is preferable
to shallow use of multiple theories”. The actual theory
used is of secondary importance due to the iterative

Grounded

Positivism

Fig. 1. A simplified classification of thinking styles.
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nature of the subject. (This is reminiscent of Schon’s
(1983, p. 3) “The Reflective Practitioner” where Quist,
an architect, insists “you must impose a discipline™).
We see this as trivial knowledge.

Constructivism corresponds to internal or subjective
realism in which reality is an inter-subjective construct,
shared between individuals (social constructivism) or
an individual construct. It is tempting to regard con-
structivism as purely subjective and postmodern in na-
ture since it appears to deny the validity of reality. This
is a common misunderstanding, and one of the great
proponents of radical constructivism is at great pains
to deny it (VonGlaserfeld, 1993). A second major criti-
cism is that there is a multiplicity of views, which is the
one true view of a situation? Plurality is allowable since
individuals make best progress using their own internal
constructions, i.e. are more productive with their per-
sonally constructed psychology (Kelly, 1955). Ernest
(1995) does not deny the validity of a single view but
implies that triangulation may yield a better result as a
combination of views should produce a greater region
of shared understanding. Our view is that practitioners
should be able to move easily between the three princi-
pal styles identified above by cultivating an awareness
of their thinking at a meta-level. However we need to
identify the prevailing Information Systems Views or
Models.

Information Systems Models

Following Weber (1997), it will be sufficient to con-
sider three main views of Management Information
Systems; Decomposition, Representational and State
tracking.

® Decomposition: In this view a complex system is
progressively broken down into subsystems of man-
ageable complexity. There are rules and conventions
regarding what may be termed a good decomposi-
tion but essentially the decomposition view typifies
the “top down”, structured approach i.e. a method of
imposing order on understanding and design. There
is a danger of losing system adaptability and re-
sponsiveness due to the tradeoff between the size
of subsystems and the complexity of managing their
development.

® Representational: the essence of the representa-
tional view is that of notation and grammar. A for-
malised method of describing systems which relies
on two elements, a set of mappings from ontological

constructs to grammatical constructs and a comple-
mentary set of mappings which perform the reverse
function. While it is possible to demonstrate the com-
pleteness of a grammar, its clarity is a matter of sub-
jectivity. The main difficulty here lies not with the
grammar but with the ontological constructs. It is
implicit in this view that the ontology is shared, it is
the interplay of syntax and semantics (grammar and
ontology) that defines the significance of the con-
structs. This leads into the age old debate between
realists and relativists.

e State Tracking: here the view is that the information
system will faithfully track events and changes in
the subset of the real world of which it is an ana-
logue. The problems with this view are complexity,
chaos and the problem of information gathering. If
changes in the real world subset tend toward chaos
and instability then so must the information system.
As the degree of complexity in the real world subset
increases then so too must that of the information
system. It is almost impossible to demonstrate that
the information systems is complete and then the
proof has time limited validity. In terms of reporting,
it is implicit that real world events are reported ob-
jectively. Again, this leads us to the realist/relativist
conflict.

Is There a Relationship Between Thinking

Styles and Information Systems Models?

On first inspection there seems little apart frominciden-
tal coupling between thinking styles and information
systems models. There is an element of realism that
pervades every model but the other two styles donot ap-
pear to be present. It should be realised that the models
are end views of a process i.e. outcomes, not processes.
Personal maturity-capability is relevant here, while it
is possible to give a mathematical description of a con-
tinuous learning curve, instead we propose a simple
qualitative five-stage model (IPRAM), its stages are as
follows:

e Inspirational—problem solving attempts are made
with successes being relatively rare, toward the end
of this phase others repeat successful attempts with
no understanding of why they succeed.

® Pragmatic—problems are handled on the basis of
experience and replication of things that have worked
before, there is little theoretical framework.
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232 Benson and Standing

e Rational—theories are developed on the basis of ex-
perience and tried and tested hypotheses.

® Anticipative—theories are used to predict outcomes
and generate rules automatically.

® Mature—rules and theories have been accepted by
staff and are used unquestioningly.

Grounded positivists will spend much of their time
in the I & P stages, their level of relevant knowledge
is relatively low. Realists have attained the R stage of
our model and this we would regard as state of the art
for the Information Systems discipline. The A & M
stages characterise the constructivists and this is where
the major productivity gains are to be made. A simpler
framework might be to say that the I & P stages relate
to “know what”, the R stage relates to “know how”
and the A & M stages relate to “know why”. Again
this would emphasise the confusion with means and
ends in information systems. In addition to a personal
metacognitive tool, the why-how-what framework pro-
vides a basis for deciding which activities within an or-
ganisation are suitable for productive automation. The
more structured and less abstract the activity the more
amenable it is to automation.

Drucker in his book Post Capitalist Society (1993)
argues that we have passed through two discrete stages
in the application of knowledge to wealth creation. The
first of these was knowledge applied to “tools, pro-
cesses and products” and played a substantial role in
the rise of capitalism and the industrial revolution. The
second stage is “knowledge applied to human work™i.e.
the application of Taylor’s scientific management theo-
ries to production. It may be argued that we are entering
athird stage of wealth creating knowledge, “knowledge
applied to knowledge” in which productivity depends
on the activity of specialist knowledge workers. It is ap-
parent that businesses which are able master organisa-
tional learning and knowledge management will enjoy
sustainable competitive advantages over those which
do not. If managers do not understand the nature of
knowledge how can they manage it effectively?

The Nature of Knowledge

Attempts to classify thinking paradigms from a philo-
sophical standpoint have been relatively successful.
This is indicative of the maturity of philosophy as a dis-
cipline. By contrast the discipline of MIS is relatively
new and there is only rough consensus as to what

constitutes information and knowledge. Shannon and
Weaver’s (1997) work on information theory defines
units for the measurement of information but no such
metrics exist for knowledge. Instead it has proved nec-
essary to adopt a pragmatic approach which implic-
itly measures knowledge by testing, either by means of
professional examinations or performance in the field.
There have been many attempts to devise a classifi-
cation of knowledge which has practical implications
(e.g. Collins, 1993; Fleck, 1997; Johnston 1988) gives
an excellent discussion of several frameworks includ-
ing that of Blackler (1988) who proposes five categories
of knowledge

e Embrained—abstract knowledge dependent on con-
ceptual and cognitive, often awarded superior status
due to its association with scientific knowledge.

® Embodied—action oriented and usually only partly
explicit, acquired in specific contexts and requiring
face to face contact, sentient, tactile and other sensory
inputs.

e Encultured—related to the process of achieving
shared understanding and is embedded in cultural
systems. Usually closely dependent on language for
the mediation of social constructions.

® Embedded—residing in systematic routines and re-
lying on the interplay of relationships and material
resources, often embedded in technology, practices
and explicit routines.

® Encoded—recorded in signs, symbols, books, elec-
tronic records etc. the process of encoding is that
of distilling abstract codified knowledge from richer
forms of knowledge.

Blackler (1988) proposes a 2 x 2 matrix to be used
to establish which kind of knowledge is most important
to an organisation (Table 2).

This would seem to be of academic interest only,
most companies are well aware of the type of knowl-
edge that is important to them, principally knowledge
concerning, products and markets. The problem for
most companies is one of knowledge management
and sharing. While many authors in MIS are happy
to acknowledge the distinction between knowledge
and information (e.g. Dahlbom and Mathiassen, 1993;
Hirscheim, Klein, and Lytinen, 1997) there those who
refuse to acknowledge that division (Weber, 1997). It
is likely that a significant portion of the MIS commu-
nity holds the latter view. In our view there is a simple
hierarchy, data are raw entries devoid of structure (e.g.
entries in a spreadsheet); information is data processed
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Table 2. Knowledge relevant to organisations

Routine problem

Irregular problem

Individual effort
Collective effort

Expert dependent on embedded knowledge

Knowledge routinised, reliant on embedded knowledge

Symbolic analyst dependent on embrained knowledge
Communication intensive, reliant on encultured knowledge

in such a way as to make some emergent property visi-
ble (e.g. a graph of spreadsheet values) and knowledge
is understanding the meaning of information.

Effective knowledge management requires a classi-
fication system that has distinctive classes, not so many
as to be cognitively unwieldy nor so few as to be too
coarse grained. We believe our three level model, ex-
panded below, meets these criteria

1. Know Why: this is internally constructed, personal
knowledge (VonGlaserfeld, 1993). This should not
be confused with corporate strategy and mission
statements, while these can be communicated to
staff, meaning and motivation are personally scoped.
As an example a senior manager’s motivation may
be to see the company succeed, an employee’s mo-
tivation to do well may be the prospect of continued
employment. The complex interplay of experience,
belief systems and culture shapes personal knowl-
edge construction. While there is scope for the estab-
lishment of consensual domains (Maturana, 1978)
there seems little justification in investment in tech-
nology to support this— unless that technology pro-
vides a rich medium for communication. Atthis level
organisational learning is engendered by social con-
structivism, the moderating means of that construc-
tion process is language (allowing that body lan-
guage and gesture are intrinsic parts of language
(Vygotsky, 1989)). Since e-mail and GroupWare
are impoverished forms of communication, their de-
ployment would actively conspire against the devel-
opment of shared organisational knowledge.

2. Know How: it is necessary to subdivide this cate-
gory into two parts. The higher of these is devoted
to problem solving and is where cognitive skills, ex-
perience and intelligence are critical factors. While
this knowledge is personally constructed there is
scope for communicating it to others by reason of
its domain specific nature. Intuitively there should
be scope for increasing the productivity of staff en-
gaged in this area by education and exposure to dif-
ferent thinking skills, i.e. enhancing meta-cognitive
abilities (see below). Part of this requires social in-

teraction, e.g. knowing which colleague has skills
or controls resources required to solve a problem.
Technology can make a difference here but only in
terms of modelling, information processing capa-
bilities and organisational abilities. Experience of
underlying know how techniques and technologies
is important e.g. how to mine the database, how to
operate modelling packages etc. These underlying
techniques are really trivial or catalogue knowledge
and therefore belong to the next category.

3. Know What: this category represents trivial knowl-
edge such as know what, low level know how, know
where, know who i.e. well defined catalogue knowl-
edge and processes. This category represents well
defined areas of knowledge and as such justifies in-
vestment in technology.

This paper argues that it is the nexus of the know
why and know how that represents the most productive
area for effective organisational learning and knowl-
edge management. How that nexus might be synergised
is an important issue. The simple view is that the in-
formation systems is used and developed by staff. The
very high-level knowledge remains personal while low
level, trivial knowledge activities remain the province
of the system. The gulf between the twois considerable.
In a competitive industry such as Information Systems
staff turnover is a problem with high costs associated
with staff replacement (Tomes, 1999). Obviously we
need to increase the shared knowledge between the or-
ganisation and the individuals. To achieve this we need
to move from a point where the system supports the
organisation to the point at which the organisation is
the system and vice versa. Here we believe we may
borrow from the social-constructivist, albeit in a hard
edged, semiotic form, and seek to apply actor network
theory.

Actor Network Theory

Actor Network Theory (ANT) emerges from the ap-
plication of social sciences to technology. In addi-
tion to intrinsic motivation there are many factors that
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influence the actions of an individual. If the exam-
ple of driving a car is considered, there are traffic
regulations, congestion, accidents, limitations on vehi-
cle performance etc. that influence the driver’s actions
and curb actions such as speeding. The act of driv-
ing must be considered with all its influencing factors,
forming an actor network. The driver’s experience, per-
sonality type and intelligence are as much influencing
factors as the technical characteristics of the vehicle,
hence actor networks are heterogeneous. It should be
realised that an “actor” need not be human, after all
software may be regarded as a “role” for hardware to
perform. If we consider knowledge management, then
the key concepts we may draw from ANT are those of
translation and inscription. Systems design should be
seen as the act of translating apparent needs into a solu-
tion which is inscribed into the system. The inscription
includes explicit programmes of actions for users and
role definitions for the system and users. By inscrib-
ing a particular pattern onto technology, the technol-
ogy then becomes an actor and imposes its inscribed
actions onto its users. The process of inscription is cu-
mulative; a single work routine may be inscribed into
several system components. This superimposition and
accumulation adds to the strength of the inscription.
Latour (1991) gives an accessible example for teach-
ing purposes, Hotels want guests to leave keys at the
reception desk when leaving the hotel. Initially this was
inscribed in the form of a notice at the reception desk
asking guest to deposit their keys when leaving the ho-
tel. This inscription was insufficiently strong. Next a
manual doorkeeper was employed, this too failed. The
next inscription was in the form of a weight attached to
the key, by increasing the weight incrementally a point
was reached at which the desired behaviour was im-
posed. This example is trivial and the socio-technical
network it relates to is simple. Callon and Bell (1994)
give an account of techno-economic networks which is
complementary to Latour’s model.

In ANT entities acquire attributes and take their
form as a result of their interaction with other enti-
ties. Actor networks are formed by negotiation, en-
rolment of participants. Real business scenarios may
have several actor networks which exist in states of
co-operation, conflict or independence. In the case of
conflict it is the strongest network which will come to
dominate. As an example consider industry standards;
VHS achieved market dominance over its technically
superior and cheaper rival, Betamax; the DSK is lit-
tle used in comparison to the “standard” QWERTY

keyboard despite the improvement it offers in terms
of efficiency. There are many other examples that will
spring to the reader’s mind.

Major Criticisms of Actor Network Theory

ANT is a hard edged, semiotic form of social construc-
tivism and as such will not be appealing to a mind
set that operates in an analytical-realist mode. A ma-
jor criticism is that is almost impossible to define the
boundaries of any actor network. This is usually ac-
companied by a critique of all subjectivist methods,
i.e. there can be many accounts or views of a network,
which single account is the true one? The response is
essentially positivist in that an accurate description of
any object is not necessary in order for that object to
exist. Nor is it necessary (or possible) for all knowl-
edge in a particular field to be known before useful
work can be carried out in that field, physical and an-
alytical chemistry were well advanced at a time when
fewer than seventy elements were known. Also a single
actant (human or hardware actor) may be claimed by
many actor networks.

The Power of ANT lies in its qualitative expressive-
ness, an understanding of how actor networks operate
may allow the creation of more “appropriate” networks
and the deployment of effective change agents. Com-
plications arise as the result of a single actor playing
many parts, and many actors sharing a role. It is im-
portant to realise that the role has an existence which
is independent of the actor. In all probability the role
would continue to be performed if the actor were to
leave or die.

If we consider the introduction of a new information
system to an established business, experience shows
that success of the new system depends upon the users.
If the users do not fully accept the system then it will
fail even if all its functional and quality attributes are
correct. The difficulty is to ensure that our inscrip-
tions are appropriate and sufficiently strong. For this
example, we would identify key actants who then need
to be persuaded that many of their problems will be
solved by enrolling in the new network. Change agents
such as trainers and facilitators actively recruit mem-
bers, enlightened self-interest is a prime mover. Next
the recruits’ ties to old networks must be broken as
the new network is formed, this tends to be a grad-
ual process due to cognitive inertia. Obviously the
new network must have a stronger identity than the

Reproduced with permission of the copyright:-owner. Further reproduction prohibited without permissionyyanny.manaraa.com



Knowledge, Thinking and the Personal-Corporate Knowledge Nexus Problem 235

old network; pressure, inducements and simple con-
sent are the means by which a strong network iden-
tity is achieved. Finally the network must represent
absent and future members. The real key to success is
motivation; all technical problems have a technical so-
lution. For the purposes of this paper we are concerned
with the personal-corporate knowledge nexus, our view
has to be pluralist since we are considering the interac-
tion of personally constructed knowledge and shared
corporate understanding.

Personal-Corporate Knowledge Nexus

Most management approaches encourage workers to
be selfish. Since the reward structures favour the able
and the versatile and are competitive in nature, then it
is not in a worker’s interest to be altruistic and share
knowledge. This represents a loss to the organisation.
Bad knowledge practices become enculturated within
organisations.

We have conducted a large study of knowledge man-
agement practices within a University with over fif-
teen hundred employees (Standing and Benson, 1999).
The number one barrier to knowledge management and
sharing was the competitive organisational form where
employees were assessed on individual output. Most
of those interviewed stated it was not in their best in-
terests to share knowledge since a colleague could be
in a better position to take advantage of it.

Discussion

This paper has been broad ranging but we will now
attempt to draw the threads of our arguments together
in a coherent form. We identify three key questions: (a)
how to increase the productivity of knowledge creation
on a personal basis? (b) how to facilitate the creation
of organisational knowledge? and (c) how to manage
knowledge resources within organisations? From our
preliminary research and philosophical enquiry we are
in a position to make the following observations as we
address each in turn:

How to increase the productivity of knowledge
creation on a personal basis?

While we would not have sufficient confidence in our
preliminary research findings to quote percentages, we
have found that there is a predominant naive realist

assumption that equates information with knowledge.
(Our pilot survey was carried out on a convenience
sample of eight information systems practitioners, each
with a minimum of five years experience). We also
found that there is little or no distinction is made be-
tween different types of knowledge. With such a high
degree of uncertainty we would not expect to find pro-
ductive knowledge creation and management. We did
find a compensatory mechanism in that our practition-
ers imposed a methodology to reduce complexity and
diversity when considering a given situation. Usually,
only a single methodology was employed. While we
can offer no hard evidence to support our claim, it
would seem likely that the capacity for creative or lat-
eral thinking must be reduced by this approach and that
opportunities are lost as aresult. The pattern of thinking
found seems to be mainly convergent.

We would suggest that education in meta-cognitive
skills and thinking styles would give subjects a greater
range of apparatus to choose from. Provided that their
situational analysis is appropriate their solutions should
be more effective. Further research is required to test
this hypothesis. If the hypothesis is correct then there
are profound implications for practitioners and MIS
curricula. We selected a sample of 30 US universities
which offered MIS courses and which had an on-line
curriculum. While this is insufficiently rigorous to draw
firm conclusions we failed to find one curriculum which
addressed meta-cognition and thinking styles.

Awareness of the IPRAM model proposed above
should enable subjects to reflect upon their own ca-
pability/maturity in a particular field and adjust their
thinking style appropriately. While software interfaces
have implications for productivity we would argue that
most interfaces do not allow information to be organ-
ised in a manner that is intuitive to all users and find
ourselves in agreement with Hartwick and Barki (1994)
i.e. users must be able to adapt the interface to suit
their own working style. One size does not fit all. Tt
was recognised that opportunities existed to develop
systems that could be used to aid in the acquisition,
activation, retrieval, and application of knowledge in
the eighties. For example, Hunt and Sanders (1986)
presented guidelines for developing decision support
systems to facilitate learning and innovation.

How to facilitate the creation of organisational
knowledge?

This is where organisations stand to gain the most if ef-
fective solutions can be devised. In areas like MIS, there
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is ahigh turnover of staff and this has deleterious effects
on projects since so much knowledge and information
leaves with a departing staff member. In this we suggest
that Actor Network Theory has much to offer. We ac-
cept that there is natural suspicion on the part of many
MIS professionals toward “soft science”. However it
should be remembered that at the first ICIS conference,
Keen (1980) argued that the relative immaturity of
the discipline required borrowing from other, better
established, disciplines in order to achieve academic
respectability, in particular, behavioural sciences.

While certain low level information recording is part
of everyday work e.g. documenting software, there are
few incentives for staff to engender skills and knowl-
edge in others. Given that one’s professional worth is
“measured” in knowledge and skill, enhancing those
attributes in others is not in one’s best interests. Not do-
ing so is not in the organisation’s best interests. Thus,
there exists a state of tension between the personal and
corporate needs which will result in conflict from time
to time.

Many tasks undertaken in MIS require shared cog-
nition due to their sheer size and complexity. Staff will
develop an information system in a purposeful way but
the social system which underpins most of the day to
day operations develops in an ad hoc fashion. While
Searle’s (1969, 1979) theories of speech provides a ba-
sis for determining the effectiveness of communica-
tions in a group and Habermas’ (1984, 1987) theory of
social action are useful at a micro-level, we argue that
neither is a suitable tool for anything but the small-
est groups. The level of analysis and the unrealistic
timescales render them useless. The effectiveness of
communication and conception may be established (al-
beit retrospectively) by observing the behaviour of the
group and its outputs. The behaviour may be influenced
by changing the environment and creating new actor
networks. Good project management requires frequent
sampling and monitoring so the quality of outputs may
be known with a fair degree of certainty. Effectively,
we are advocating the use of micro-social engineering.

We hypothesise that educating managers in actor
network theory should allow them to develop more ef-
fective and explicit knowledge transfer strategies. Tacit
knowledge transfer occurs predominantly as a result of
informal interaction and this too should be engendered.
Again research is needed to confirm our view, but if
substantiated then academia and industry would need
to address those issues fully.

How to manage knowledge resources within
organisations?

Our preliminary thinking is that the classification
scheme we propose together with our IPRAM model
should provide a reasonable conceptual framework for
managers. Again this needs to be tested. The more well
known and structured the area, the greater the scope for
automation. Too much interference and control would
tend to inhibit, too little would result in loss. We con-
tend that most Know What and Know How types of
knowledge activities are principally informational and
may be easily automated. We argue that it is pointless
to try and manage the unstructured areas even though
they represent the personal-corporate knowledge nexus
which is the subject of this paper. Instead we return to
semiotics, social constructivism and actor network the-
ory and suggest that attention be given to appropriate
spheres of control and influence i.e. the environment
in which the knowledge-based activities take place and
the behavioural characteristics of the actors. As with
economics we are in the realm of third order cyber-
netics i.e. that of complex but basically self-regulating
systems. The 80: 20 rule of human resource manage-
ment applies; 80% is hiring the right people and 20% is
removing obstacles from their path. Fremantle Port Au-
thority had its MIS function managed by Jane Barton-
Greig, as part of her program of reform she actively
encouraged reading and social networking. Staff were
told that she expected them to talk to each other and to
read journals etc. during office hours and areas were set
aside for these purposes. Since this was not a research
project no attempt was made to measure the before and
after scenarios. However Jane insists that staff were
better motivated and more effective after the changes
were made and that there was a higher degree of con-
formance vis a vis mission statements. We can offer
other anecdotal arguments but in the absence of rig-
orous research programmes are reluctant to make firm
recommendations.

Summary

We have put forward a simple knowledge classifica-
tion scheme and a qualitative five-stage model to des-
cribe organisational and personal learning. These
are intended to be simple and therefore accessible
to MIS practitioners. In addition, we have identified
two promising areas of future enquiry; meta-cognition
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and thinking style education for MIS staff and the
application of Actor Network Theory to the devel-
opment of effective knowledge based activity man-
agement. Both of these will be subject to future,
more rigorous research. We conclude that the highly
unstructured nature of the personal-corporate knowl-
edge nexus renders traditional, direct management
techniques useless. Synergy of this nexus will only
occur in an emergent fashion resulting from improve-
ments in personal knowledge methods (Know Why)
and corporate knowledge (low level Know How and
Know What) methods. The changing nature of the MIS
discipline will ensure the increasing importance of both
of these Gfields to professionals and academics alike. It
follows that emphasis in developing transferable skills,
particularly those related to thinking, is a worthwhile
investment.
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